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Introduction

Internet resources have become an integral part of scholarly research. Researchers need trustworthy information from various resources the soonest possible. 

For the majority of users “search” means the use of a single search tool. Although any subject search produces hits in most of the cases, the relevance of those hits for one’s purposes is often very low. Int he case of scientific research the investigation of documents from many resources in inevitable. Simultaneous searching of multiple surface and deep web sources is necessary when comprehensive information retrieval is needed

These expectations motivate libraries and librarians to apply new technologies for providing quality information in various formats and from diverse resources. We would like  to customize our services to the special needs of our users. We want to get results from our subscribed databases, e-journal collections, fulltext documents, the library’s catalog and from freely available websites and search engines in a single search.

Discussion

Search engine watch

Search engines suggest that “all information is to be found in cyberspace” and they retreive huge sets of hits quickly and easily. 

Since there are no current results, we have to rely on earlier studies (Lawrence 1998, Lawrence 1999) revealing that search engines index only a small portion of the web (Google indexes less than 50 percent of the visible web). The quality of different search engine indices varies and more than one engine should be used when searching for current content (Lewandowski). The freshness of search engine databases is not clear, we do not know the frequency with which the search robots update their indices.

For scientific purposes we need documents that are reliable and stable. The life cycle of web pages however is highly dynamic:

· there are about  320 million new pages every week

· more than 1 percent of domain names change within a single day (700 000 new domain names were registered and 680 000 domain names were deleted out of the 53 million on 8 June 2005)

· about 20 percent of the web pages of today will disappear within a year

· about 50 percent of all content will be changed within a year

· about 80 percent of all links will have changed or be new within a year.

In spite of their disadvantages search engines are heavily used and by 2005 “Googling” has become synonymous with doing research. 

Brophy and Bawden investigated whether Google replaces library databases (online catalogs and bibliographic databases, both general and specialised) for typical queries that are likely to be researched by students. They concluded that the two kinds of resources were complimentary: Google was superior in coverage and accessibility, and it also gave more unique items. Results retrieved by library databases were of better quality, while precision was similar for both systems.

Levels of invisibility

The invisible (or deep) web consists of pages that are not indexed by search engines for some reason. 

1. The opaque web is relatively accessible to us. It contains files that are 

· not indexed by search engines because of limitations on the depth and frequency of crawl, 

· over the maximum number of viewable results 

· document islands (disconnected URLs).

2. Private web documents are visible to search engines but they are deliberately excluded from indexing (protected with password, robots.txt file, nonindex metatag)

3. Proprietary web access is tied to registration (either free or fee-based) which is not manageable for search robots.

4. The truly invisible web is technically not indexable for search engines. Its content depends on (and changes according to) the knowledge of search engines (e.g. indexing certain (.pdf, .doc) file formats). This category includes postscript, Flash, .exe, Shosckwave files, dynamically generated webpages, and the content of relational databases.

Bibliographic databases (often the full text of the original documents), telephone directories, encyclopedias, dictionaries, library catalogs, the text of acts, standards, patents, ads and news are generated dynamically from background databases. The visibility of these contents depend on cooperation (e.g. Google receives PubMed from the NIH at certain intervals) between search engines and data providers. Even in these cases, the latest hits are to be found in the original resource since information transfer to the search engine cannot be as frequent as the updating frequency of the database.

Information content

In addition to limitations of depth and frequency of indexing, search engines index only a small portion of the visible web. Public information on the deep web is about 500 times larger than the surface. The visible slice is an estimated 20 percent of the whole web.

Deep web sites tend to be narrower, with deeper and more recent content than conventional surface sites. Consequently, the relevance of deep web content is higher than that of surface information. 95 percent of the deep web is publicly accessible, and there are tendencies from both search robots and websites to make these contents visible.

In the meantime, however, simultaneous searching of multiple surface and deep web sources is necessary when comprehensive information retrieval is needed.

Identifying scientific content on the web

General search engines offer either too few or too many hits for scientific search terms, often in confusing quality and quantity. 

Loss of time and energy in the case of metasearch engines are caused by the different syntax and user interfaces of searched sources.

The retrieval of quality scientific information from web resources has been a constant problem for both search engine owners and researchers during the past decade. NorthernLight and Search4Science were the first to use dynamic search technology and clustering for retrieved items.

Specialized services like Health on the Net and OMNI, and science-oriented engines like Scirus and Google Scholar offer a more effective alternative. 

Truly invisible bibliographic databases are the most reliable and precise resources, but we have to use many databases during our research.

The latest generation of metasearch engines may simultaneously search multiple open web and hidden web sites in order to increase content coverage, precision, relevance and/or search efficiency and effectiveness.

Vivísimo, Clusty, Dogpile, search.com and metacrawler.com are examples of metasearch and clustering engines.

PolyMeta

We, at the Life Science Library of the University and National Library, University of Debrecen have found a metasearch engine that meets our requirements:  we can search across bibliographical databases, electronic books and search engines (twelve resources at present). The results can be returned in relevance, alphabetical or source order. The clustering feature helps users to more easily identify particular concepts and refine searches.

The developers’ goals were to integrate best practices information retrieval, natural  language processing and AI heuristics to create an advanced research tool. They addressed major concerns in web searching: lexical, semantic, pragmatic and content problems. 

Polymeta integrates multiple spellcheckers and employs efficient natural language phrase parser to automatically identify related concepts in queries and retrieved documents. It uses the automatically identified related concepts to organize retrieved content into topical result clusters. It suports powerful relevance ranking, focused multi-concept drill-down and dynamic query refinement.

Polymeta provides access to diverse (either deep or surface) biomedical information resources; an unlimited number of search engines, news database, library catalogs, bibliographic databases, etc. can be searched together. Once configured, these resources can be included or excluded from individual searches depending on the actual search strategy.

PolyMeta uses advanced linguistical processing to parse out meaningful terms from the results. Our custom developed linguistical tool is used for this purpose in english, and we partnered MorphoLogic (http://www.morphologic.hu) to make clustering available for other languages. PolyMeta displays the parsed terms  in a clickable table of contents tree on the left side of the results, what makes the user possible to filter the results in which the clicked phrase (and its lexical variants) are appearing. We started to use MESH to display synonyms for the query term and planning to utilize UMLS for the same purpose. 

Multi-concept drill-down means that any terms can be combined with any number of other terms for clustering. For example: After searching for the query “lung cancer” we can drill down to the 4 results which are containing “radiotherapy” and “small cell lung cancer” both, by clicking on those terms one after the other in any order. We are doing this to make the overview of the results easier. With that approach the user can overview not only the first page of the results but he can see the most important phrases (ie. Authors, titles etc.) appearing in results from later pages. 

PolyMeta is going to be developed continuously to make its services more and more usable for different customers. We are planning to support more languages, and we can see the possibility of  use of machine translation, to make searching sources of  foreign language databases for users possible. There is also a plan to use multi field (ie. Keyword, author, date etc) search especially for library purposes.

Working prototypes are: ToxSeek (http://toxseek.nlm.nih.gov) for toxicology and environmental health at the National Institute of Health and BioDefense at the Institute of Homeland Security.

Conclusions, future perspectives

The Life Science Library of the University and National Library in Debrecen  integrated PolyMeta into its web services (http://www.lib.unideb.hu) this year.

In spite of the newsletters we have sent and the ads on our webpage the usage statistics of PolyMeta are not as high as we expected. Our future plans are, therefore, to set up criteria for evaluation and test the engine with researchers and students on the campus. Hopefully, we will be able to prove the effectiveness of Polymeta and make the service more popular.

We also need to invest a more intensive PR work and user training in the near future. By a comprehensive PR and training strategy we can raise our users’ awareness of our electronic services in overall.
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